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ABSTRACT

Deep learning has experienced significant growth in recent years, resulting in in-
creased energy consumption and carbon emission from the use of GPUs for train-
ing deep neural networks (DNNs). Answering the call for sustainability, conven-
tional solutions have attempted to move training jobs to locations or time frames
with lower carbon intensity. However, moving jobs to other locations may not al-
ways be feasible due to large dataset sizes or data regulations. Moreover, postpon-
ing training can negatively impact application service quality because the DNNs
backing the service are not updated in a timely fashion. In this work, we present
a practical solution that reduces the carbon footprint of DNN training without
migrating or postponing jobs. Specifically, our solution observes real-time car-
bon intensity shifts during training and controls the energy consumption of GPUs,
thereby reducing carbon footprint while maintaining training performance. Fur-
thermore, in order to proactively adapt to shifting carbon intensity, we propose a
lightweight machine learning algorithm that predicts the carbon intensity of the
upcoming time frame. Our solution, Chase, reduces the total carbon footprint of
training ResNet-50 on ImageNet by 13.6% while only increasing training time by
2.5%.

1 INTRODUCTION

The growth of Deep Learning has led to a significant increase in energy consumption and carbon
emissions from the use of GPUs for training DNNs (Anderson et al., 2022; Wu et al., 2021; Patterson
et al., 2021), and enhancing the carbon efficiency of DNN training became a pressing and urgent
problem. Concretely, training large DNNs such as GPT-3 (Brown et al., 2020), generates 552 metric
tons of CO2 emissions (Patterson et al., 2021).

However, not all Joules are born equal; Carbon intensity is a measure of electricity production,
and is calculated by considering the number of grams of carbon dioxide emissions produced per
kilowatt-hour (kWh) of electricity generated (g · CO2/kWh). Naturally, carbon intensity can vary
significantly depending on time and location. For instance, a region that relies heavily on coal for
electricity generation would have a higher carbon intensity (Miller et al., 2022) than one that relies
on carbon-free energy sources such as nuclear, solar, or wind (Google, 2018). Additionally, carbon
intensity can also vary across time of day or season, as many renewable energy sources depend on
natural phenomena.

In this work, we demonstrate that by forecasting and exploiting shifts in real-time carbon intensity,
we can enhance the carbon efficiency of DNN training. That is, when carbon intensity increases, we
slow down training to draw less electricity; on the other hand, when carbon intensity decreases, we
speed up training to make more progress. Chase makes these decisions automatically and provides
large reductions in carbon emissions while increasing training time marginally. Chase will be open-
sourced.

2 RELATED WORK

Carbon-aware job scheduling utilizes the variation of carbon intensity based on time (Li et al., 2016;
Haghshenas et al., 2022) and location (Moghaddam, 2014; Berl et al., 2009) in order to reduce the
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carbon emissions of DNN training. But due to various constraints such as large datasets (Caesar
et al., 2019; Dai et al., 2017; Deng et al., 2009), data regulations (GDPR, 2018), and availability of
resources, moving jobs to greener geographical locations is not always viable. Moreover, deferring
training jobs to greener times may not be an option either, since DNNs must be trained with the latest
data and quickly deployed to production for the highest service quality. In contrast, our solution does
not migrate nor postpone training jobs. Rather, as the training job runs as requested, we transparently
adjust its speed and energy consumption so that it automatically chases low-carbon electricity.

Optimizing the energy consumption of DNN training can naturally lower carbon emissions due to the
linear relationship between carbon and energy. GPUs, the primary hardware used for training DNNs,
allow users to set their power limit through software (Nvidia, 2022). Exploiting this technique,
Zeus (You et al., 2023) jointly optimizes energy and time consumed to reach a target validation
accuracy by automatically configuring power limit and batch size over multiple re-training jobs.
However, Zeus focuses on the time and energy consumption of training jobs and is not aware of
carbon intensity nor the time-varying nature thereof.

To proactively react to changes in carbon intensity, having carbon intensity forecasts for the next
time window is necessary. Recent approaches (Maji et al., 2022a;b) have achieved high forecasting
performance, but the use of DNNs consumes GPU resources and can offset the amount of carbon
footprint reduction from subsequent optimization techniques. On the other hand, there are com-
mercial services (WattTime, 2022; ElectricityMaps, 2022) that provide historical carbon data and
forecasting. However, the cost of their premium forecasting feature may not be affordable to all. We
argue that a lightweight and low-cost solution for short-term carbon intensity forecasting is needed
to democratize carbon-aware DNN training.

3 METHODOLOGY

In this work, we present a practical approach to reducing the carbon footprint of DNN training. We
jointly optimize carbon emission and training performance by tuning the GPU’s power limit based
on carbon intensity changes, essentially prioritizing low-carbon energy. Moreover, to accurately
predict the carbon intensity for the upcoming time window in an affordable manner, we utilize the
historical carbon intensity data prior to the training job start time and fit a light regression model.

3.1 CARBON INTENSITY FORECASTING

During training, we aim to periodically adjust the power limit of the GPU by forecasting the carbon
intensity until the next invocation. To build a predictive model for short-term carbon intensity fore-
casting, when a DNN training job is submitted, historical carbon intensity data one day prior to the
start time (T time steps) are retrieved to fit the following regression model

CarbonIntensity(t) = f(sin time(t), cos time(t), CarbonIntensity(t− 1)) (1)

where

sin time(t) = sin

(
2π · t
T

)
, cos time(t) = cos

(
2π · t
T

)
. (2)

Our regression model captures the intuition that the carbon intensity of the next time step not only
depends on the current carbon intensity but also on the current time of date, which influences the
energy mix. Also, time step t is converted into sin time(t) and cos time(t) to capture the cyclical
nature of the diurnal carbon intensity trend.

Users can configure the amount of historical data to collect, and the period between forecasts and
power limit adjustments. For instance, a shorter period will allow more fine-grained power limit
tuning, but also invoke forecasting more often.

3.2 CARBON-AWARE DNN TRAINING

In this section, we develop an online optimization algorithm that adapts the power limit p of the
GPU in order to adapt the changing carbon intensity.

The performance of DNN training is often measured by time-to-accuracy (TTA), the time consumed
to reach a given target accuracy (Coleman et al., 2019). We define the carbon emission throughout
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this process as carbon-to-accuracy (CTA):

(3)CTA = TTA× AvgPower× AvgCarbonIntensity

where AvgPower and AvgCarbonIntensity are the average power and average carbon intensity
during training, respectively. We can formulate our problem as a cost minimization problem over
time, where the cost can be defined as:

(4)η · CTA+ (1− η) · MaxPower · MaxCarbonIntensity · TTA

where η ∈ [0, 1] is a configurable parameter, used to specify the relative importance of carbon effi-
ciency and training performance a priori. GPU MaxPower and MaxCarbonIntensity are constants,
used to standardize the units of measure in the cost metric (gCO2) and balance the two terms.

Through substitution of Equation 3 into Equation 4, we obtain the following cost formulation:

(5)TTA · (η · AvgPower · AvgCarbonIntensity+ (1− η) · MaxPower · MaxCarbonIntensity)

Solving the full minimization problem directly is difficult due to the difficulty of accurately charac-
terizing two terms in Equation 5:

1. AvgCarbonIntensity: While carbon intensity may be predictable for a short time period,
it is difficult to reliably predict carbon intensity for the entire duration of training, which
could last days to even weeks.

2. TTA: The stochastic nature of DNN training renders the prediction of TTA very difficult.

Our insight is that carbon intensity will stay relatively constant over a short period of time, providing
an opportunity for cost optimization per period. Consequently, we propose to iteratively optimize
cost in an online manner by forecasting the carbon intensity of each period beginning at time step
t ∈ [1, T ] (§3.1) and determining the optimal GPU power limit p at the beginning of each period.
Thus, for each period, we solve the following optimization problem:

min
p ∈P

η · AvgPower(p) · CarbonIntensity(t) + (1− η) · MaxPower · MaxCarbonIntensity
Throughput(p)

(6)

where AvgPower(p) represents the profiled power consumption when power limit p is set and
Throughput(p) is inversely proportional to TTA since changing the power limit of the GPU does
not change the number of samples the model will train on. Our formulation is inspired by Zeus (You
et al., 2023), but differs in that we incorporate real-time carbon intensity and adapt to its changes.

To sum up, when a training job arrives, our system first profiles Throughput(p) and AvgPower(p)
for all p in the set of allowed GPU power limits P . Users can specify the length of each period,
which determines how often the cost is optimized during the training process. At the start of each
period, we forecast CarbonIntensity(t) and determine the optimal power limit for this period
by solving Equation 6. Through periodic re-evaluation, we optimize the overall cost of the entire
process and make DNN training carbon efficient.

4 RESULTS

4.1 FORECASTING PERFORMANCE

For evaluation, we have observed that the average change in carbon intensity is less than 0.1% when
retrieved and forecasted in durations shorter than 10 minutes. Thus, we retrieved historical carbon
intensity trace for the Central US region using the WattTime API (WattTime, 2022), from 2023-01-
15 to 2023-01-27 (GMT), with a 30-minute duration (552 data points).

We found that the first 24 hours of data prior to the DNN training job are sufficient for fitting
the regression model. The remaining 504 data points or 252 hours were used for testing. A list of

3



Published as a workshop paper at ”Tackling Climate Change with Machine Learning”, ICLR 2023

regression models (Table 1) was tested. To evaluate the performance of the models, we employed the
mean absolute percentage error (MAPE) metric commonly used in time series forecasting. Support
Vector Regression (SVR) (Basak et al., 2007) was the best-performing model employed in carbon-
aware DNN training.

Table 1: Comparison of carbon intensity forecast model performances.

Model MAPE %
Support Vector Regression 0.94
Linear Regression 1.57
GradientBoosting 2.23
AdaBoost 2.51
Random Forest 1.76

4.2 DNN TRAINING

To evaluate the effectiveness of our solution, we trained ResNet50 (He et al., 2015) on the ImageNet
dataset (Deng et al., 2009) with one NVIDIA A40 GPU. MaxPower is set to 300W, which is the
highest possible power limit for the A40 GPU. MaxCarbonIntensity is set to 750g · CO2/kWh
which is the observed max intensity within the 24-hour interval prior to the training job start time.
Our method is compared against Normal Training, which is running the same task with the default
GPU configuration (i.e. with MaxPower).

0 10 20 30 40 50 60 70 80 90
550
600
650

Ca
rb

on
 In

te
ns

ity
(g

CO
2/

kW
h)

Observed
Support Vector Regression

0 10 20 30 40 50 60 70 80 90
Time Steps (30-min Duration)

100

200

300

Po
we

r L
im

it 
(W

)

Normal Training
Carbon-Aware Training

Figure 1: The power limit is dynamically adjusted to accommodate for fluctuations in carbon inten-
sity during training. The default power limit for the A40 GPU is 300W. Training with default GPU
configuration results in higher energy consumption and subsequently higher carbon emissions.
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Figure 2: In comparison to Normal Training, Carbon-Aware Training reduces carbon emissions
during the entire training process and achieves the same accuracy with marginally longer training
time.

Our solution effectively reduces the total carbon footprint by 13.6% compared to normal DNN
training methods (Figure 4.2). This is achieved through the use of less electricity and dynamic power
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limit adjustments to prioritize greener energy sources (Figure 4.2), with only a minimal increase of
2.5% in training time, allowing even time-sensitive DNN training jobs to reduce carbon emissions
immediately.

5 CONCLUSION

In conclusion, this work addresses the problem of reducing the energy consumption and carbon
emissions of DNN training on GPUs. By utilizing a simple regression model and a limited amount
of historical data, we demonstrate that high short-term forecasting performance can be achieved. By
incorporating this information, our solution dynamically and automatically adjusts the GPU power
limit in real time, reducing carbon emissions without the need for job migration or deferral. As
future work, we believe that extending Chase to support multiple DNN training jobs in data centers
can significantly contribute to the fight against climate change.
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